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ABSTRACT: The requirements are the foundation 
stones upon which the entire software depends. The 
quality of software entirely depends upon the software 
requirements attributes. The software attributes like 
reliability, availability, dependability etc. are well 
considered in the beginning phases of the software life 
cycle. Problems in building and refining a system can be 
mostly traced back to errors in requirements. The 
requirement elicitation, specification, and validation are 
the important criterion to assure the quality of the 
software. The requirement engineering discipline is 
getting more and more popular in the last few years due 
to its dependability of the software quality. There is no 
'golden metrics' available for assessing the relative 
security of the system. But we have found in practice that 
the use of a standard set of security analysis guideline is 
very useful. In this paper we present a survey report of the 
research work done on the requirement engineering 
discipline. 
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I. INTRODUCTION 

Software requirement is one of the major stages of 
software development life cycle and the success of 
entire project is depending upon the quality 
requirement. A number of authoritative studies have 
shown that due to requirement engineering defects 
the cost varies from 10 to 200 times as much to 
correct once the software has been deployed as if it 
were corrected during requirement phase [5]. Major 
problems due to poor quality requirements are over 
budgeting and scheduling, inadequate scope of 
application, and improper functioning. Requirement 
engineer usually faces a number of problems such as 

there are not any tools available to analyze and model 
the quality of requirements, requirement 
identification does not consider all the stakeholders 
and ignorance of quality and nonfunctional 
requirement.  

Security means an unintended user are prevented to 
operate the system under any circumstances. Due to 
increase rate of software system usability and its easy 
operation all the valuable assets of business and 
critical   Increase  rate of software system usability 
and its easy operation all the valuable assets of 
business and critical mission are stored  in computer-
bases system. The assets are increasingly misused by 
the abuse-actor due to worldwide accessibility of the 
internet and the automation of systems. Security is a 
measure's of the system ability to restrict malicious 
user and provide services to legitimate use. Any 
attempt to breach security is called an attack; it can 
be in a large number of forms [25].  

 
The rest of the paper is organized as follows. Security 
requirement engineering is explained in section II. 
Security attributes are explained in section-III, 
Security, Privacy, Policies and Common Criteria are 
explained in Section-IV and V respectively.  
Information Flow, Trust Management and Risk 
Assessment are explained in section VI, VII and VIII 
respectively. Concluding remarks are given in section 
IX. 

 
II. SECURITY REQUIREMENT 

ENGINEERING 

Researchers and engineers are continuously 
concerning about secure software, whose primary 
ambitions is to implement a security protocol or 
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mechanism, that functions correctly under malicious 
use and that does not contain loopholes. Baskerville 
[5] pointed out some discrepancies in the security 
requirement engineering discipline in the context in 
which the software operates, he presents the three 
generation of security design methods as: 

� Checklists: A checklist is lists of questions 
to be checked, on the assumption that 
previous experience of applications that can 
be applied to the current one. 

� Mechanistic engineering methods: A 
method is used, which focuses on security in 
isolation from other aspects of system 
design. 

� Integrated design: A development process 
includes security as a facet of the whole 
development.  

Consumer heavily relies on the security requirement 
specification for the products. If the requirements are 
poorly specified and elicited, there is no need to say 
about strive for security. To build accurate, reliable 
and secure software, consistent security requirement 
must be specified. John and Jens [23] have 
investigated current practice by doing a filed study of 
eleven requirement specification, which is being built 
from 2003 to 2005. They present the complete list of 
security requirements found in the specification and 
divided them into security areas and every 
requirement is categorized as functional, non-
functional, or security assurance. An ISO/IEC 
standard for security management has been used as 
an example of how a standard could help to specify 
better security requirements. Finally they note that 
some of the requirement specification found in their 
studied was hard to categorize in a clear way, just 
because of the diversity in definition of non- 
functional requirements. 

Requirement engineering is an art to investigate 
systematic approach to analyze security threats and 
security requirements. Security requirements are non-
functional requirement mainly concerned with how to 
protect the assets from misuse or harm. Requirement 
engineers have to identify the scope of protection, 
cause of security threats, and evaluate the trade-off 
among different design decisions. Lin [28] proposed 
how abuse frames can provide a means for bounding 

the scope of security problems in order to analyze 
security threats and derive requirements using 
Jackson's Problem Frames [42]. They introduce two 
conceptual tools - anti-requirements and abuse 
frames - and deploy these tools systematically to 
explore security problems arising from requirement 
level. An anti-requirement is the requirement of a 
malicious user that exploit the existing system. Thus, 
anti- requirement defines a set of undesirable 
phenomenon imposed by the malicious user that will 
ultimately exploit the software. An anti-requirement 
uses security threats represented by an abuse frame 
which share the same notation as the normal use 
frames, but each notation is treated as opposite 
meaning. The functional requirement varies between 
applications to applications across different problem 
domain. However, same cannot be said about their 
security requirements which are no-functional. Most 
application needs to specify levels of identification, 
authentication, authorization, integrity, and privacy. 
At the high abstraction level, the application tends to 
have common vulnerable assets subjects to the same 
type of attack.  

The similarity of threats and attacks pose to 
considerable uniformity when it comes to the 
architectural security mechanism. Firesmith [39] 
presents the reusable parameterized templates for 
specifying security requirements with an example of 
such template and its associated usage. He described 
about the security quality factors (characteristics, 
attributes, aspects) and decomposed them in sub 
factors[19][35] such as: Identification, 
Authentication, Authorization, Immunity, Integrity, 
Intrusion Detection, Non-repudiation, Privacy, 
Security Auditing, Survivability, Physical Protection. 
The reuse of security requirement is then found in the 
sense of the security sub factors as a basis of 
requirement. At the highest level of abstraction, the 
security requirement teams perform the iterative 
procedure to analyze the security requirements as 
incremental, parallel, and time-boxed manner which 
are as follows:  

� Identify the Valuable Assets, threats, 
attackers, relevant situation, and relevant 
template.  

� Estimate vulnerability.  
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� Determine negative outcomes, security 
criterion, measure, and required level.  

� Prioritize vulnerabilities.  
� Consider security sub factor.  
� Specify requirement.  

 
All the above process could be used to create security 
requirement based on the reuse of parameterized 
templates for security use cases. The discipline of 
engineering of the requirements for a business, 
system center involves merely its functional 
requirements. One must engineer about its quality, 
data, and interfaces with other as well as its 
architecture, implementation, testing, maintenance, 
and security constraints. Most engineers are poorly 
trained to elicit, analyze, and specify the security 
requirements, and few of them which are trained have 
only given an overview of security mechanism such 
as password and data encryption. The different types 
of security requirements and provides associated 
examples and guidelines with the intent of enabling 
requirements engineers to adequately specify security 
requirements. He provides guidelines for security 
requirements engineers and categorizes the security 
requirements according to their objectives[46]. Alam 
[30] presented a software secure requirement metrics 
using a checklist in which all the security parameters 
proposed by Jan Jurjen are considered. With the help 
of these available checklists Degree of Secure 
Requirement (DSR) metrics can calculate the security 
concern of any proposed requirement.  

III. SECURITY ATTRIBUTES 

Organizations and companies are realizing the 
importance of security in the life cycle from a 
network security, to system security and application 
security. Software is an integrated end-to-end process 
[16] [6] [24]. Security is a process not a product; it is 
a continuing process to meet the changing required 
by the stakeholders. There would be highly negative 
impacts of risk if security is not integrated into the 
development life cycle. Pankaj [41] presents 
waterfall model as the reference model to illustrate 
the correspondence between software engineering 
and security engineering, and briefly discuss each 
stage. Kazman and Clements [25] proposed some 

common security requirements attribute which are 
stated as under:  

� Non-repudiation is the property that a 
transaction (access to or modification of data 
or services) cannot be denied by any of the 
parties to it.  

� Confidentiality means the data or services 
are protected from unauthorized access. 

� Integrity is the property that data or services 
are being delivered as intact.  

� Assurance is the property that the parties to 
a transaction are who they purport to be.  

� Availability is the property that the system 
will be available for legitimate use.  

� Auditing is the property that the system 
tracks activities within it at levels sufficient 
to reconstruct them.  

Security's defining features are historical and 
continued standoff between attackers and 
stakeholders. No system is completely secure; 
attackers invariably increase their caliber as security 
engineers improve protection measure. To remain 
secure, the system must change according to the 
environment changes, preferably by predictive 
changes. These observations suggest that the need of 
security engineering quite relative to agile mindset. 
Johan [21] presents an agile security requirement 
engineering practice by using user stories and 
enhance the requirement engineering by abused 
stories. User stories express the capabilities of the 
requirements that deliver business goal. The 
requirements are ranked according to their perceive 
value and a score has been assigned according to 
ranking. The score may be varying throughout the 
development life cycles. Further, he pointed out that 
agile development is an iterative process. The goal of 
iteration it to realize the greatest possible value 
within the limited time frames. The security related 
details in user stories is not ambiguous, therefore, it 
can be enhanced by using another abused stories. 
Similar to ranking and scoring according to business 
value in user stories, abused stories may be also 
ranked and scored according to prone threat they 
poses to assets. Implementing the user story may 
widen the attack surface of a system, while abused 
stories allows business value to be traced more 
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accurately and facilitates rational planning of the 
effort required for security-related development. 

The path of the software development process starts 
from requirement. Requirement has primarily 
focused on elicitation and representation of concrete 
business requirements. Security is generally forefront 
of the stakeholders concerns, except comply with the 
basic standards. John Viega [22] described a 
resource-centric approach which is a subset of the 
CLASP (Comprehensive, Lightweight Application 
Security Process). This approach covers the security 
requirements better than technology-driven methods. 
The CLASP approach to formulate the security 
requirements consists of the steps as: Identify system 
roles and resources: Roles generally goes to identify 
the owners and users of resources. Therefore, it is 
better to identify which roles are parameterized with 
respect to permission. Resources are any piece of 
data that can be used by a program. Categorizing 
resources: Category includes an indication of which 
role can be own a particular resource, as well as 
potential value of the resources. The main advantages 
of categorization are that requirements can be utilized 
as organization standards and applied across projects. 
Identification of resources interface: Security 
requirements on data change through the lifetime. 
The confidential data may be secure when a user is 
working on a own machine, means the client side 
application does nothing special to protect it, but 
when clients send the data over network to 
middleware, protection against attack is desirable. 
Thus, requirement on the user data depends on the 
data interacts with other resources in the system. 
Requirement specification: The resources when 
interacting with other resources is specified by 
CLASP on the basis of core security service are:  

� Authorization: What privileges on data should be 
granted to the various roles sat various times. 

�  Authentication and Integrity: How to identify the 
access of users to the resources.  

� Integrity is the data origin authentication.  

� Confidentiality: Specifies what confidentiality 
mechanism is required, and what should identify 
establishment.  

� Availability: How resources are available on 
request.  

� Accountability: What logging is necessary? It’s 
also including non-repudiation. For the above 
security aspects the SMART (Specific, 
Measurable, Acceptable, Realistic and Traceable) 
requirement [26] is extended to SMART+. 
CLASP provides the first structured methodology 
to deliver secure requirements of a software 
system which is far more effective than an ad hoc 
methodology of security requirement. 

  
IV. SECURITY, PRIVACY AND 

POLICY 

Security and privacy have some common 
characteristics, and both have been active research 
areas in computing for a long time. Liu and Yu [27] 
proposed a methodological framework for security 
and privacy analysis based on the concept of strategic 
social actors {i*}. They emphasizes that security and 
privacy goals must be identified and dealt with 
starting from the earliest stages of software 
engineering process [37][47]. Security and privacy 
issues originate from human concerns and intents, 
and thus should be modeled through social concepts 
[27] [13]. Social concepts mean the relationship of 
software with other components. An actor is one who 
involved in the system, whereas, the goal captures is 
the high-level objectives of the system. One actor can 
depend on another actor to achieve the goal. An actor 
can be a malicious user or an intended user. The 
factors governing the success of attackers are their 
motivation, vulnerabilities of the system, and 
capabilities to carry out the attacks. When the 
attacker identified, a set of system boundaries is 
formed, and then exhaustively searches for possible 
attackers. With the help of this methodology a system 
designer make a decision how to protect the system 
for security and privacy aspects from potential 
attackers and vulnerabilities. Security Policy is a set 
of requirements document that have to be enforced 
by the system. Policy means protection of 
information or system from any unintended users. 
Security requirement is set of tuples in the form of 
<mi, pk, tj> where m is a message, p is required 
security property and t is the transaction mode [49].  
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V. COMMON CRITERIA 

Common Criteria is an international standard used as 
a basis for assessing the security properties of 
software products or systems. All the earlier work 
suggests that use cases have increasingly common 
during requirement engineering but offer limited 
support for eliciting security threats and requirements 
[32]. As a result misuse case, abuse cases [47], and 
security use cases [42] all have been proposed as 
methods for specifying security requirements. An 
approach to elicit security requirements based on use 
case 'actor profile' [45]. Such an approach is not an 
easy since CC standards by themselves are often too 
confusing and technical for non-security specialist to 
understand and utilize [14]. In practice CC present 
the security requirement for the product under the 
distinct category of functional and assurance 
requirement [43].  This presents regular use cases 
both in UML diagram and textual templates form 
with misuse cases [14]. They propose a labeling 
misuse cases along with normal actor and use cases 
to represent threat and mitigation in a diagram. 
Misuse cases are generally driven by threats. 
However, they provide guidelines for helping 
developers to describe misuse cases textually and 
map them to security objectives and requirements 
based on the CC. 

VI. INFORMATION FLOW 

With increased reliance on software system, 
protection of confidential data has become an 
increasingly important research problem. To be sure 
that a system is secure with respect to confidentiality, 
it should be regularly analyzed to check if it enforces 
good confidentiality practices. The analysis 
demonstrates that the information controlled by a 
confidentiality policy cannot leak the important data. 
These policies which monitor the movement of data 
through the system is called information flow 
policies. It is traditionally checked at the run time 
monitoring system [1], or by static analysis of the 
source code [4]. But these are post-implemented 
approaches-finding spurious information flow, cause 
to send back for designing of the software.  

The stakeholders provide requirements in natural 
languages which is not understandable to designers. 
In modem era requirements are expressed in formal 
languages like Message Sequence Chart (MSC) [11]. 

TMSC (Triggered Message Sequence Chart) recently 
proposed enhancement to classical MSC for checking 
the information flow properties namely non-
interferences [8]. They concerned with non-
interferences information flow by using two security 
levels high and low. Actions having a low security 
level is observed by anyone whereas not the case 
with high level. They show how individual TMSCs 
may be equipped with a ready-set (set of instances in 
TMSC) semantics, which make data-flow analysis on 
requirements expressed feasible in practice.  

 
VII. TRUST MANAGEMENT 

Requirement engineering is concerned with the 
characteristics of the system-to-be, which comprises 
not only software, but also the diverse components 
needed for it to achieve its purpose. An important 
element of a system’s requirements is its security 
requirements, which demands a system-level analysis 
[3]. Using problem frames, one must analyze the 
behavior of domains within the context of the 
security requirements. Threat description [45] is very 
handy for security requirements in a problem frames 
environment. Threat in the context of system is to 
exploit vulnerabilities and damage assets. An attacker 
always tends to exploit the assets in some way. 
Attackers are a type of stakeholders. Recent research 
work has taken this approach, looking the 
requirements and goals of the attacker [20] [9] [40]. 
An attacker wants a system to have characteristics 
that create vulnerabilities, whereas requirement 
engineer try to ensure that requirements of an 
attacker cannot meet their intentions. Haley and team 
[34] shows how a trust assumption used by a 
requirement engineer to define and limit the scope of 
analysis and decision made during the process. Every 
system has a problem domains and every domain has 
interfaces, which describes how the system 
accomplishes the goal.  

This interplay is a specification, describing how the 
requirements are satisfied [17]. The main difference 
between specification and requirement is that 
specification is the behavior of phenomena visible at 
the boundary whereas requirement is the solution of 
the problem. When analyzing the problem, how 
requirement is satisfied depend on the characteristics 
of the problem domain. Security Requirement and 
trust assumption has an analogous relation. Trust is 
defined to be the firm belief in the competence of an 
entity to act dependably, reliably and securely within 
specific context [18]. How security requirements are 
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satisfied depends on the trust management. One of 
the most discussed issues about security is related to 
trust assumption [12] [2]. Trust is necessary for 
system to function in today’s diverse environment of 
software systems.  

 
VIII. VIII.  RISK ASSESSMENT 

Risk is the probability of exploitation of software 
vulnerabilities [44]. The exploitation may be tangible 
or intangible to the owner, and considered in the 
business world as the source of profit, not just a 
source of loss [7]. Risk is generally placed into three 
categories: Qualitative, Quantitative, and Hybrid 
[34] [36]. Qualitative approaches use subjective 
terminology for risk measurement, quantitative 
approaches are used for concrete values and 
considered more accurate than anyone else, but 
defining the underlying parameters is often difficult 
[31]. There is an inherent relationship between risk 
and trust. Zaid and Francesco [36] present a model 
to show that small individual risks can be 
transformed into major risks when combined together 
in a complex attack.  

They evaluate the level of compliance a certain 
software system's design exhibit the given security 
policy, especially the probability that transaction fails 
to meet its security requirement. They first define 
how to calculate the transaction's risk using 
information from the security policy and presented by 
components and channels. As the system grows, the 
functionality or some components of the system may 
be added or discarded, which cause the change in 
architecture. Any mistakes during modification leads 
to provide attack surface, which focuses to new 
security requirements or go through the existing one 
carefully. The risk assessment is performed by the 
following steps:  

 
The owner of the organization determines the goals 

or mission to be achieved by identifying critical 
valuables (Assets) which must need security 
requirements.  

 
� Find the weakest surface of the system 

(Vulnerabilities) through which threats can 
exploit and leads to risk. 

� Identify the Threats and categorize them 
using STRIDE model (Spoofing, 
Tampering, Repudiation, Information 
Disclosure, Denial of Service, and Elevation 

of Privilege) which provides risk.  
� Rank the threats using the DREAD 

categories (Damage potential, 
Reproducibility, Exploitability, Affected 
Users, and Discoverability) which can be 
mitigated by using security controls 
(Countermeasures and safeguards). The 
controls can be Technical, Operational or 
Management.  

 
The risk is clearer once threat and vulnerability are 
defined. An adapted definition of risk, from NIST SP 
800-30, is “The net mission impact considering the 
probability that a particular [threat] will exercise 
(accidentally trigger or intentionally exploit) a 
particular [vulnerability] and the resulting impact if 
this should occur. 

 

Figure-1, Risks Assessment 
 

IX. CONCLUSION AND FUTURE WORK 

In this particular survey paper we discussed about, 
Security Requirements and some of its factors in 
which it relies. All the major approaches and models 
of Security Requirements Engineering discussed by 
various researchers have been clearly stated and we 
have developed a security requirement assessment 
tool for measuring degree of security requirements of 
an application. We also presented an approach to 
adopt security policies for secure operation of an 
organization. In future with these approaches we 
have planned to design and develop the security 
requirements models or tool to quantify the security 
concern of an application.  
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